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Abstract

The increased programmability of graphics hardware allows efficient graphical processing unit (GPU) implemen-
tations of a wide range of general computations on commodity PCs. An important factor in such implementations
is how to fully exploit the SIMD computing capacities offered by modern graphics processors. Linear expressions
in the form of § = AX + b, where A is a matrix, and %,y and b are vectors, constitute one of the most basic
operations in many scientific computations. In this paper, we propose a SIMD code optimization technique that
enables efficient shader codes to be generated for evaluating linear expressions. It is shown that performance can
be improved considerably by efficiently packing arithmetic operations into four-wide SIMD instructions through
reordering of the operations in linear expressions. We demonstrate that the presented technique can be used ef-
fectively for programming both vertex and pixel shaders for a variety of mathematical applications, including
integrating differential equations and solving a sparse linear system of equations using iterative methods.
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1. Introduction

In recent years, commodity graphics hardware has evolved
beyond the traditional fixed-function pipeline, to allow flexi-
ble and programmable graphical processing units (GPUs).
User-programmable vertex and pixel shader technologies
have been applied extensively, and have added a large num-
ber of interesting new visual effects that were difficult or
impossible with traditional fixed-function pipelines. Signifi-
cant effort has focused mainly on the efficient utilization of
pixel shader hardware by effectively mapping advanced ren-
dering algorithms to the available programmable fragment
pipelines. Flexible multitexturing and texture-blending units,
as provided by recent graphics cards, allow a variety of per-
pixel shading and lighting effects, such as Phong shading,
bump mapping and environmental mapping.
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In addition to these traditional per-pixel rendering effects,
the list of graphics applications accelerated by programmable
shader hardware is growing rapidly. Volume rendering is an
actively studied topic in which pixel shading hardware has
been exploited extensively for more flexible classification
and shading at higher frame rates (refer to [1] for the vari-
ous volume rendering techniques using user-programmable
graphics hardware). In [2,3], real-time procedural shading
systems were proposed for programmable GPUs. Two pa-
pers demonstrated that ray casting can be performed ef-
ficiently with current graphics hardware. Carr et al. de-
scribed how ray-triangle intersection can be mapped to a
pixel shader [4]. Their experimental results showed that a
GPU-enhanced implementation is faster on existing hardware
than the best CPU implementation. Purcell et al. presented
a streaming ray-tracing model suitable for GPU-enhanced
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implementation on programmable graphics hardware [5].
They evaluated the efficiency of their ray-tracing model on
two different architectures, one with and one without branch-
ing. Recently, global illumination algorithms, such as photon
mapping, matrix radiosity and subsurface scattering, were
implemented on GPUs by Purcell et al. [6] and Carr et al.
[71, respectively.

Programmable graphics hardware has also been used for
more general mathematical computations. Hart showed how
the Perlin noise function can be implemented as a multipass
pixel shader [8]. In [9], Larsen and McAllister described the
use of texture mapping and color blending hardware to per-
form large matrix multiplications. Thompson et al. also im-
plemented matrix multiplication, and nongraphics problems
such as 3-satisfiability, on GPUs [10]. Hardware-accelerated
methods were proposed for computing line integral con-
volutions and Lagrangian—Eulerian advections by Heidrich
et al. [11] and Weiskopf et al. [12]. In [13], Rumpf and
Strzodka attempted to solve the linear heat equation using
pixel-level computations. Harris et al. also implemented a
dynamic simulation technique, based on the coupled map
lattice, on programmable graphics hardware [14]. Moreland
and Angel. computed the fast Fourier transform on the GPU,
and used graphics hardware to synthesize images [15].

As the fragment processing units of the recent graphics
accelerators support full single-precision floating-point arith-
metic, itbecomes possible to efficiently run various numerical
algorithms on the GPU with high precision. Two fundamental
numerical algorithms for sparse matrices, a conjugate gradi-
ent solver and a multigrid solver, were mapped to the GPU
by Bolz er al. [16]. Goodnight et al. also implemented a gen-
eral multigrid solver on the GPU, and applied it to solving a
variety of boundary value problems [17]. Kriiger and Wester-
mann described a framework for the implementation of linear
algebra operators on a GPU [18]. The GPU was also used for
solving large nonlinear optimization problems by Hillesland
et al. [19]. Harris et al. solved partial differential equations
on the GPU for simulating cloud dynamics [20].

Many of the numerical simulation techniques mentioned
are strongly reliant on arithmetic operations on vectors and
matrices. Therefore, considerable efforts have been made to
develop efficient representations and operations for vectors
and matrices on GPUs. This paper continues those efforts, and
is specifically concerned with the problem of computing lin-
ear expressions in the form of affine transforms § = AX + b,
where A is a matrix, and ¥, y and b are vectors. Such lin-
ear transforms constitute basic operations in many scientific
computations. Because the matrix A in the expression is usu-
ally large and sparse in practice, many CPU-based parallel
techniques have been proposed in parallel processing fields
for their efficient computations. In particular, several methods
for large sparse matrix—vector multiplication have been de-
signed for SIMD machines [21-24]. Although the proposed
techniques work well on specific machines, it is difficult to

Table 1:  Supported instructions. S, S0, S1 and D are four-wide
registers. +, * and - represent component-wise addition, component-
wise multiplication and four-component dot product, respectively.

Operation Usage Description
ADD ADD D, SO, S1 D < S0 +5S1
MUL MUL D, SO, S1 D « S0 * S1
MAD MAD D, SO, S1, S2 D < S0 * S1+S2
DP4 DP4 D, SO, Si D < S0-S1
MOV MOV D, S D« S

apply them directly to the simple SIMD models supported by
current programmable graphics hardware.

This paper presents a SIMD code optimization technique
that enables efficient assembly level shader codes to be gen-
erated for evaluating linear expressions. The technique trans-
forms a given linear expression into an equivalent and opti-
mized expression that can be evaluated using fewer instruc-
tions on the SIMD graphics architecture supported by cur-
rent GPUs. Arithmetic operations are packed into four-wide
SIMD instructions by reordering the operations in the linear
expression. Our technique is different from other related GPU
programming techniques because it searches for the most ef-
ficient linear expression to make the best use of the four-wide
SIMD processing power of current GPUs. We demonstrate
that the proposed optimization technique is quite effective
for programming both vertex and pixel shaders in a variety
of applications, including the solution of differential equa-
tions, and sparse linear systems using iterative methods.

2. Efficient SIMD Computation of Linear Expressions
2.1. Abstract model of SIMD machine

We assume an abstract model of the shader for which our opti-
mization technique is developed. Vertex and pixel shaders of
different manufactures are slightly different from each other.
Furthermore, they are still evolving rapidly. In this respect, we
make only a few basic assumptions about the shader model so
that the resulting technique is vendor-independent, and can
be easily adapted to future shaders. In this paper, we view
the shaders as general purpose vector processors with the
following capabilities:

1. The shader supports four-wide SIMD parallelism.

2. Its instruction set includes the instructions shown in
Table 1.

3. Any component of the source registers may swizzle
and/or replicate into any other component. Furthermore,
destination registers may be masked. These register
modifiers do not harm shader performance.

4. Every instruction executes in a single clock cycle.
Hence, the number of instructions in a shader program
is the major factor affecting shader performance.
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2.2. Definition of the problem

As described earlier, this paper describes the genera-
tion of efficient shader code that evaluates a linear
expression of the form E : j = AX + b, where the matrix
A= (a,;,v);,_,-=0y1‘___,m_| and the vector E = (b(), b] ey bm_])’
are constants, and the two vectors X = (xg, X1, ..., Xp_1)"
and y = (yo, y1,---, Ym—1)" are variables. Because the ver-
tex and pixel processing of currently available GPUs is based
on four-wide SIMD floating-point operations, we consider
linear expressions with sizes that are multiples of 4, that is,
m = 4n for a positive integer n. Note that linear expressions
of arbitrary size can be augmented to such expressions by
padding the appropriate number of zeros at the ends of the
matrix and vectors.

Let Ay = (@} )i j=0.1...n1. pg=0.123 be the (i, j)th 4 x
4 submatrices that partition A. Then, the linear expression
is described in the following form that is more amenable to
four-wide SIMD processing:
n—1
Ji=) AyX+b foralli=0,1,....n—1, (1)

=0

- P

where X; = (x4; X4j41 Xaj42 X4j33)", i =i Yait1 Yaiy2
t h — t

Yaiv3)' and b; = (bai baiy1 Daiva baiy3)'.

If we define Tj; to be A;;x; fori, j =0,1,...,n — 1,
the following partial product becomes the basic component
in our code optimization technique:

ij ij ij ij
gy * Xaj + gy~ Xajy1 + Aoy - Xaj2 + Qgy - Xaj43
ij ij ij ij
Ajo * X4j tayy - Xajp1 +ayp - Xajpa + a3 Xaj43
Ti=| i ij ij ij
g - X4j + A5) - Xajr + Ay - Xajio + A3 - X443
ij ij ij ij
Az - Xaj + a3y - Xgjy1 + A3 - Xgjpo + Q33 - Xaji3

@

2.3. Our optimization technique

Shader performance greatly depends on the number of in-
structions in the shader program [25]. Our shader optimiza-
tion technique attempts to minimize the number of instruc-
tions generated by fully exploiting the vector nature of both
linear expressions and shader instructions. In our scheme, a
linear expression is translated into a shader program through
the following two stages:

1. Transformation Stage: Transform a given linear ex-
pression E into a more efficient equivalent expression
E*.

2. Code Generation Stage: Generate the shader code by
evaluating equation (1) for E*.

As will be explained below, the number of shader instruc-
tions necessary for evaluating E : j = AX + b depends on
the pattern of nonzero elements of A and b. The goal of the
transformation stage is to search for a better linear expres-
sion that is equivalent to the given expression, and can be

evaluated using fewer instructions. Once a more efficient lin-
ear expression is found, the shader code is generated using
the supported SIMD instructions as efficiently as possible in
the second stage. Because the transformation stage relies on a
cost function defined in the code generation stage, we explain
the latter first.

2.3.1. Code Generation Stage

To compute the four-vector 7;; = A;;X; in equation (2), 12
additions and 16 multiplications must be carried out in the
worst case. However, when the matrix A; contains zero el-
ements, it can be evaluated in fewer arithmetic operations.
Notice that the SIMD instructions offered by graphics proces-
sors perform multiple arithmetic operations simultaneously.
For instance, the MAD and DP4 instructions in currently avail-
able consumer graphics processors perform four additions
and four multiplications, and three additions and four multi-
plications in a single clock cycle, respectively.

When Tj; is evaluated with the SIMD instructions, the key
is to exploit their parallelism cleverly. If a MAD instruction,
for instance, is used to multiply any null element of A, the
GPU’s parallel computing power is wasted. It is important to
rearrange the arithmetic expressions equation (2) appropri-
ately, with trivial terms deleted, so that each applied SIMD
instruction performs as many nontrivial additions and multi-
plications as possible. Note that the computation of multiply-
ing A; and X; relies on the structure of A;;. A close analysis
of the pattern of zero elements of A; suggests two evalu-
ation methods, which we call column-major multiplication
and row-major multiplication, respectively.

Column-major multiplication: This method uses the MAD
and MUL instructions to evaluate Tj. As illustrated in Fig-
ure 1(a), A is peeled off vertically such that each skin covers
as many nonzero elements as possible. Let the cost cg(i, j)
(three in this example) be the number of necessary peels.
Then, it is trivial to see that T}; can be evaluated in one MUL
and cg(i, j) — 1 subsequent MAD instructions. If matrix—vector
multiplication is to be implemented in this way, the nonzero
elements of A; that are multiplied in each instruction must
be loaded in a register before the shader is executed. In this
example, assume that (ag) aj, a5 ay,)', (ag, ath0 a3))' and
(0 a’50 0)' are stored in registers C27, C28 and C29, respec-
tively. Let the register R4 also contain (x4;X4j4+1X4j42X4j4+3) .
Then the following three shader instructions compute 7;; in
column-major fashion, and put the result 7} into the register
R3:

MUL R3, C27, R4.yxyx
MAD R3, C28, R4.zzzy, R3
MAD R3, C29, R4.wwwz, R3

The source-argument swizzles clearly help in rearranging and
replicating the X;’s elements.

Row-major multiplication: DP4 is another instruction
that is useful for exploiting SIMD parallelism. In fact, it is
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Figure 1: Efficient SIMD evaluation of Tj. Not all arithmetic operations must be performed because some entries are null.
The proposed optimization technique identifies the nonzero entries and reorganizes them to produce a code with fewer SIMD
instructions.(a) Column-major multiplication and (b) row-major multiplication.

very natural to matrix—vector multiplication. If we define the
cost rg(i, j) to be the number of rows of A; that contain
at least one nonzero element, it is also trivial to see that T};
can be evaluated using rz(i, j) DP4 instructions (see Figure
1(b)). If the registers C27, €28 and €29 hold (0 aéfl af)jZO)’,
(a0 @', a') and (0 a¥,0 0), respectively, the following
instructions compute 7;; in row-major fashion:

DP4 R3.x, C27, R4
DP4 R3.y, C28, R4
DP4 R3.z, C29, R4

When Tj; is evaluated, the multiplication method with the
smaller cost is selected. When cg(i, j) and rg(i, j) are even,
the column-major method is chosen for the reason that will
be explained in the next paragraph. Then the cost, i.e. the
number of necessary instructions, of multiplying A; with &;
is defined as C‘g‘“'(i, j) =min(cg(i, j), rei, j)).

Once the terms Tj; are obtained for all j, they are added to
b; using the ADD instruction. The addition process must be
coded carefully. First, neither null 7;; nor null b; should be
added (notice that Tj; vanishes if all elements of A;; are null).
Secondly, an ADD instruction is saved if it can combine with
the first MUL instruction of the column-major multiplication.
That is, by replacing MUL in the column-major multiplica-
tion with MAD, and accumulating the partial products of T;
to the register corresponding to ¥;, the addition process can
be implemented more efficiently. This is why column-major
multiplication is preferred to the row-major multiplication
when their respective costs are the same. In summary, the
code generation stage is described as follows:

1. Terms Tj; with rg(i, j) < cg(i, j) are evaluated first,
in row-major fashion. Their results and b; are accu-

mulated to the destination register for y; using the ADD
instruction.

Then the remaining terms 7}; are evaluated in column-
major fashion, accumulating to the destination register.

Let n'; (i) be the number of terms Ty, j =0, 1,...,n — 1,
that are computed in row-major fashion. If we define C3™ (i)
to be the cost of the summation process, i.e. the number
of additional ADD instructions required, it becomes then
Cym@@) =nk () if b; is not trivial, or ny(i) — 1 otherwise.

2.3.2. Transformation stage

Now by combining the two cost functions, the evaluation
cost C(E) for E : § = A% + b can be defined to be C(E) =
Zf’;lzo C™I(i, j) 4+ Y12y C™(i). This metric represents the
number of shader instructions required to compute E, and is
determined by the patterns of nonzero elements in A and
b. The key to our shader optimization technique is the fact
that exponentially many linear expressions exist equivalent
to the given expression E. We consider two linear expressions
E:y=AXx+band E' : y = A’X' + b’ to be equivalent to
each other if ¥ can be obtained by rearranging the elements
of y'. Basically, the results of two equivalent expressions are
the same except for the order in which the computed values
are stored in memory.

Figure 2 shows augmented matrices [A | b] of two equiva-
lent linear expressions, found in the example of Section 3.2,
which have costs of 20 and 14, respectively. The thick
(curved) line segments in the matrix parts indicate how the
corresponding matrix—vector multiplications are performed.
It is obvious that the expression in Figure 2(b) can be imple-
mented more efficiently.
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09000000[0000/0000[00000 0 00900000/0000j0000/0000 0
1234000000000000/0000 1 00090000]0000/00000000 0
0009/0000/000000000000 0 7586/0000[0000]0000(0000 2
5678000000000000/0000 2 3142/0000/0000/0000/0000 1
0000/0900/0000j00O0OO0O[DO0OO0 O 0000{2000/0010(04003000 1
0000(123400000000[0000 1 0000[0200/0001/4000/0003 1
0000000900000000/0000 0 0000/0020[0100(0040[{0300 1
0000/56780000/0000[0000 2 0000[0002(1000/0004/0030 1
0000[0000[0900[0000/0000 0 0000[/0009[0000[0000[0000 0O
00000000/123400000000 1 0000{0090/0000[0000[0000 0
0000/0000[00090000/0000 0 00009000[0000/0000(0000 0
0000/0000[56780000[0000 2 0000/0900/0000/0000[0000 0
0000/0000[0000/0900[0000 0 0000[0600[0005[8000[(0007 2
0000/00000000{1234/0000 1 0000(6000/0050(0800(7000 2
00000000/00000009/0000 0 0000[0060/0500(0080(0700 2
0000/0000/0000/56780000 2 0000[0006/5000/00080070 2
0000[0000[0000[0000[0900 0 0000[0000/0000[0900[0000 0
0000000000000000(1234 1 0000(0000[0000[0090[0000 0
00000000/000000000009 0 0000[0000/0000[00090000 0
000000000000[0000(S678 2 0000(0000[0000[9000[0000 0
(@ (b)

Figure 2: Example of two equivalent linear expressions.
When the expression in before transformation (a) is evalu-
ated carelessly using MAD and MUL instructions, the SIMD
processing power is wasted. The equivalent expression in af-
ter transformation (b) can be evaluated more efficiently using
fewer SIMD instructions.

=
Sl

y A

Figure 3: (i, j) swapping of a linear expression. Interchang-
ing the ith and jth rows and columns does not harm the equiv-
alence of the expression.

As mentioned previously, the goal of our optimization tech-
nique is to produce a shader written using the minimum num-
ber of instructions. The problem is how to effectively find an
equivalent linear expression at the minimum cost. Consider
an (i, j) swapping operation applied to a linear expression, as
illustrated in Figure 3. This operation, denoted by =, trans-
forms a linear expression to another equivalent expression
by swapping the ith and jth rows of A and b, and the corre-
sponding columns of A. Because any equivalent expression
can be obtained by repeatedly applying a sequence of (i, j)
swapping operations, the shader optimization problem for
evaluating linear expressions can be restated as follows:

Minimize C(E) subject to Eg = E,where Eqisa given linear
expression.

In the transformation stage, we search for an expression
with minimum cost by attempting to solve the minimization
problem. Notice that the configuration space grows factori-
ally with respect to the size m of the linear expression. A
close investigation suggests that it is unlikely that a poly-
nomial time algorithm will be found for this combinato-

E < Given linear expression Ey;
T «— Initial temperature Tj;
while (stopping criterion is not sat-
isfied) {
while (not yet in equilibrium) {
E’' <+ Some randomly picked neigh-
boring equivalent expression
of E; // line (a)
AC «— C(E")—C(E); // line (b)
phmin(l,ef%); // line (c)
if (random(0, 1) < p)
E—E'; // line (d)

Update T; // line (e)

Output the best linear expression E;

Figure 4: Simulated annealing algorithm.

rial minimization problem, although we have not proven its
NP-hardness yet. In an attempt to reduce search costs, we
use an efficient approximation algorithm that produces at
least, near-optimal solutions. This is described in the next
subsection.

2.3.3. Simulated annealing: An iterative improvement
algorithm

The method of iterative improvement, or local search, is
a simple and practical search technique using trial and er-
ror, and has been shown to be effective for solving many
intractable combinatorial optimization problems. The basic
idea is to move around the configuration space trying to find
the global minimum. Iterative improvement usually keeps
track of only the current state, and does not look ahead be-
yond the immediate neighbors of that state. Simulated an-
nealing defines a class of iterative improvement algorithms,
based on the analogy between combinatorial optimization
problems and thermodynamics, especially the way that lig-
uids freeze and crystallize, or metals cool and anneal. It was
first presented in [26], where the idea was borrowed from the
Metropolis algorithm, applied to simulating complex sys-
tems in statistical physics [27]. Since its introduction, this
method of simulated annealing has attracted significant atten-
tion as suitable for large-scale optimization problems, espe-
cially ones where a desired global extremum is often hidden
among many poorer local extrema [28-30].

It was designed to overcome the drawback of hill-climbing
algorithms, another class of iterative improvement algo-
rithms, which only move in the direction of decreasing cost,
and hence easily become stuck in local minima or plateaux.
Figure 4 shows our version of the simulated annealing algo-
rithm thatis used to search for a linear expression of minimum
cost. Unlike hill climbing, in which the best move is selected
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in each step, the simulated annealing technique picks a ran-
dommove (1ine (a)).If the move actually lowers the cost,
i.e. AC < 0, it is always accepted. Otherwise, i.e. AC > 0,
the move is accepted only with probability e~ ET (line (b)-
(d)). This allows occasional ‘uphill moves’ in an attempt to
move out of a local minimum in favor of searching for a
better, more global, one. These uphill moves are controlled
probabilistically by the ‘temperature’ 7. At higher values of
T, uphill moves are more likely to be allowed. However, they
become less likely toward the end of the process, as the value
of T decreases. The temperature is lowered slowly according
to an annealing schedule that dictates how it decreases from
high to low values (1ine (e)). Theoretical analysis shows
that if the schedule lowers T slowly enough, the algorithm
converges with probability one to a global minimum. Unfor-
tunately, the analysis provides little information on how to
define a good schedule.

When the simulated annealing method is applied to combi-
natorial optimization, the schedule usually controls the tem-
perature with a function of the number of steps that have
already been taken. In our implementation, we have care-
fully selected through repeated trial-and-error experiments
such control parameters as the number of iterations taken in
each downward step, the decrease rate between subsequent
downward steps, and the (Boltzmann’s) constant k(> 0) that
relates the cost C and the temperature 7.

3. Applications to Vertex Shader Programming

‘We have implemented the shader optimization technique pre-
sented above, and applied it to various problems. When it is
used in practice, the optimization scheme may have to be
modified slightly to meet the specific requirements of each
problem. In this section, we first explain how we applied our
technique to efficiently implement vertex shaders for three
numerical problems. Then, a pixel shader programming tech-
nique is presented in the next section.

3.1. Two-dimensional wave equation

Waves are natural phenomena we experience in our every-
day lives. Some simple forms of waves can be described
mathematically by the wave equation, which is a prototypi-
cal second-order hyperbolic partial differential equation [31].
For example, two-dimensional waves such as ripples on the
surface of water, resulting from a stone being dropped in
water, are described by the two-dimensional wave equation

9%z ,f %z 9%z

—_— = e ) 3

e - Y\ tay )
where the time-dependent wave z(x, y, t) spreads out at the

speed of o.

The wave equation is easily discretized using the finite-
difference method. Consider a node (x;, y;) of a coordinate

grid at a sequence of discrete times #;, where x; =i - Ax
fori =0,1,...,m,yy=7j -Ayfor j=0,1,...,n and
tr =k - At fork =0, 1,.... Then, applying equation (3) at
the grid point (x;, y;) at the time instant f;, and approximat-
ing the second partial derivatives with a central difference,
we obtain a finite-difference equation of the form w; ;x4 =
Rwisy g + 2w ok + 210 = 20w,k 4+ APwi gk +
}‘«ZwH—I.j,k — W jk—1, Where w; jx = z(x;, yj, tx) and A = O(A—ét
(for simplicity of explanation, we assume Ax = Ay). Then,
the entire equation set can be represented in the matrix form
§ = AX + b, where 7, % and b are comprised of the (k + 1)th,
kth and (k — 1)th time-step variables, respectively.

We tested our optimization technique with an 8 x 8 grid.
Figure 5(a) shows a portion of the 64 x 64 matrix of the
corresponding finite-difference equation. It takes 82 SIMD
instructions to evaluate the linear expression using our code
generation technique. After the linear expression is trans-
formed through the simulated annealing algorithm, the num-
ber of instructions reduces to 63. Observe that nonzero ele-
ments are packed more compactly in the transformed matrix
as shown in Figure 5(b). As a result, it becomes possible to
exploit the four-wide SIMD parallelism of the vertex shader
more effectively for computing the wave equation.

3.2. Fourth-order Runge-Kutta method

Integrating differential equations is an important part of dy-
namic simulation in computer graphics. The fourth-order
Runge—Kutta method offers substantial improvement in ac-
curacy over the lower-order techniques such as the Euler
method. Nevertheless, it has not been popular in developing
real-time applications because of its computational complex-
ity. As an application of our optimization technique, we show
that the fourth-order Runge—Kutta method, known to be ex-
pensive for real-time applications, can in fact be implemented
efficiently on a SIMD graphics processor.

Consider a system of first-order differential equations

i = filt, Yo. Yis e s Yuz1)s
yi(ty) = y}) i=0,1,....,n—1)

where the f;’s are linearly defined as follows:

ﬁ(ta Yos Y15 -+ -7yn—1)

n—1

=Y iy (=0.1,....n—1)

Jj=0

The formula for the classical fourth-order Runge—Kutta
method is

yl.k+1 = yt]‘ + é(ai +2b; + 2¢; + d;),

k=0,1,2,..., (4)

where the four classes of coefficients a;, b;, ¢; and d;
are computed through the following steps (y; = hot;,
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axis, the following equations of motion can be derived [32]:
y

Here, d and d, are values that are functions of the displace-
ments zo and z; of tires from the reference height, and their
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find that the nonzero entries are packed very efficiently af-

ter the transformation process. As a result, the number of
nonzero real number. (a) Before transformation and (b) after

that each nonzero integer number in the matrix denotes a
transformation.

necessary SIMD instructions drops from 82 to 63. Note

Figure 5

S



704 C. Bajaj et al. / SIMD Optimization of Linear Expressions

derivatives z; and z}. They must be computed at each time
step using the vehicle’s speed and the road surface profile.

In this example, we consider five cars moving indepen-
dently on the road, and obtain a system of 20 linear differ-
ential equations. To integrate the equations for each car, the
expressions in equations. (4)—(11) must be evaluated four
times. This implies that they must be evaluated 20 times at
each time step. Although the amount of necessary compu-
tation appears too much for real-time simulation, it can be
coded very compactly on SIMD graphics processors.

The expressions in equations (4)—(11) can be partitioned
into three classes: {equation (4)}, {equations (5), (7), (9),
(11)} and {equations (6), (8), (10)}. The equations in the
second class comprise the most time-consuming part, so we
focus on their optimization. Note that there are four sets of
equations corresponding to the coefficients a;, b;, ¢; and d;.
While these sets must be evaluated in alphabetical order, the
20 equations of each set can be computed in arbitrary order.
Furthermore, because the four sets share the same equations
except for the run-time values of w;, optimized codes for one
set can be used for the others. Figure 2(a) is, in fact, a linear
expression derived from the 20 equations corresponding to
a coefficient of this example. The cost, that is, the number
of necessary four-wide SIMD instructions when no transfor-
mation is applied, is 20. After the linear expression is trans-
formed through the simulated annealing algorithm, we found
that it can be coded in 14 instructions. Because there are four
sets of identical equations, this results in a saving of 24 (= 6
x 4) SIMD instructions. Figure 2(b) shows the transformed
linear expression. It is obvious that the parallel computing
power of SIMD graphics processor is utilized very well.

3.3. Gauss—Seidel method

The Gauss—Seidel method is one of the most commonly used
iterative methods for solving linear systems A¥ = b. It starts
with an initial approximation ¥, and generates a sequence
of vectors ¥, hoping to converge to the solution . It is ex-
tensively used in solving large and/or sparse systems found in
various problems (some examples include the radiosity equa-
tion[33] and several finite-difference equations from compu-
tational fluid dynamics [31]).

The iteration in the Gauss—Seidel method is expressed as
Di" = —Lx" —Ux"" +b

where D is the diagonal part of A, and L and U are the
lower and upper triangles of A with zeros on the diagonal,
respectively. Note that each unknown is updated as soon as a
newer estimate of that unknown is computed, which speeds
up convergence. If welet Ay = — D™'L, A, = —D~'U and
b, = D™'b, the equation becomes

70 = A170 + 4,500 4+ b,.

In matrix form, it is

! 1
xi) 0 xg)
() @) )
X ay X2
) a1 a4z @)
X3 =—| ap a3 0 X3
) nl Gn2 dn3 | 0]
Xn Gnn Gnn Ann 0 Xn

— b

0 %2 43 .., 4n (GY] b1

ayy apg ary X] ary

@3 .. (=1 by

0 a azn X ax

(-1) b3

—_ . . . X —_—

o . 3 + a33

An—1,n
an—1,n—1 : Y
-1
0 x’(l ) n

The Gauss—Seidel iteration is different from the linear ex-
pressions in the previous examples in that it is composed
of two linear expressions of the form E, : y = A; ¥ and
E, : 5 = A=Y 4 b,. To optimize the iteration computa-
tion, the cost function is modified as follows

n—1
C(Ev B = Y [Cmia. p+cpdi. )
i,j=0
n—1
+ Y o + o).
i=0
In computing the first matrix—vector multiplication A, %, it
is important that the elements of ¥’ be computed in sequen-
tial order. This requirement can be satisfied by selecting the
row-major multiplication method for all diagonal submatri-
ces A;; of A. For this reason, Cg‘l‘"(i, J) in the cost function is
slightly changed to

ifi # j,

otherwise.

min(cg, (i, j), rg, (i, j)),

Cpl, )= o
re, (1, D),

As atest, we applied our optimization technique to solving
a Poisson equation that is generated in the process of enforc-
ing the incompressibility condition V - u = 0 of the Navier—
Stokes equations for fluid animation[34]. Figure 7(a) shows a
portion of the Gauss—Seidel iteration for a 64 x 64 linear sys-
tem of equations, generated from the fluid-containing cells
ina 10 x 10 x 10 grid. For convenience, we put the three
matrices A; (lower triangular), A, (upper triangular) and D
(diagonal) in one matrix. Figure 7(b) shows an equivalent
iteration obtained after the transformation stage.

In this example, the cost decreased from 112 SIMD instruc-
tions to 72 SIMD instructions. This high optimization effect is
understood by observing the row-major multiplications that
must be performed in an iteration computation before the
transform (see the horizontal thick line segments in the di-
agonal submatrices of Figure 7(a)). Only one nonzero num-
ber appears in each segment, implying that only one mean-
ingful multiplication is performed per DP4 instruction. The
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Statistics on vertex shader implementations. (a) Number

of total arithmetic operations, (b) and (c) Costs before and after the
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is exploited at all. The next two columns b and ¢ compare
the numbers of SIMD instructions necessary for evaluating

the initial and transformed linear expressions. We find that

the transformation effort reduces the cost by 23-36%.

Column d indicates the ratio of the total arithmetic opera-
tions (column a) to the vertex shader length (column c). This
figure represents the average number of arithmetic operations
that are performed per SIMD instruction. Recall that the DP4
and MAD instructions can carry out up to seven (three addi-
tions/four multiplications) and eight (four additions/four mul-
tiplications) arithmetic operations, respectively. Efficiency of
the SIMD implementation of linear expression is determined

by how cleverly the arithmetic operations are crammed into

the SIMD instructions. The efficiency levels range from 6.4 to

8.0, indicating that our optimization technique generates very

effective vertex shader codes. Interestingly enough, SIMD
parallelism is fully utilized in the Gauss—Seidel example,

and its efficiency turns out to be 8.0.

The last column e shows the number of instructions that
are actually required to write a vertex shader program on
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the input values, that is, the nonzero values of A, ¥ and b
of linear expression are loaded into the constant registers be-

NVIDIA’s GeForce FX GPU. To use its vertex engine, all

fore the vertex program starts. These values are then supplied
to its function unit while the linear expression is evaluated.

A problem is that only one constant register may be read
by a SIMD instruction on the GeForce FX GPU [35]. This

limitation forces frequent data moves between constant reg-

Transformation for the Gauss—Seidel method. Our

Figure7

SIMD optimization technique generates an equivalent linear

expression that can be evaluated more efficiently. The number
of necessary SIMD instructions per iteration drops from 112

to 72. (a) Before transformation and (b) after transformation.

isters and temporary (read/write) registers. For the 2D wave

equation and the Gauss—Seidel examples, 18 and 15 ex-

inefficiency is evident, because a DP4 instruction can carry out

tra MOV instructions were required, respectively. On the other
hand, the extra 64 instructions in the Runge—Kutta example
include these move operations, and the arithmetic operations

for evaluating Equations (4), (6), (8) and (10). Due to the

up to four multiplications and three additions simultaneously.
On the other hand, this inefficiency disappears after the trans-

formation process, as seen in Figure 7(b). Interestingly, each
curved segment, corresponding to a MAD instruction, contains

extra MOV instructions, the actual efficiency is lower than that
shown in column (d). However, we expect it to be enhanced

four nonzero coefficients. This entails the full exploitation of

the SIMD parallelism of shader hardware.
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Figure 8: Performance of the simulated annealing algo-
rithm. Three different sets of control parameters were tested.
1t is conjectured that the simulated annealing algorithm suc-
cessfully found a global minimum in these examples. (a) 2D
wave equation, (b) Runge—Kutta and (c) Gauss—Seidel.

when vertex shaders are implemented on the newer GPUs
that are equipped with more temporary registers.

Finally, Figure 8 shows how the cost C(E) decreases dur-
ing the simulated annealing process, where three different
sets of control parameters were tested. We observe that all
three annealing schedules find the same minimum although
the times taken to reach it for the first time vary. It appears that
the search patterns are less affected by the schedules for the
Runge—Kutta example. On the other hand, the difference
is noticeable for the other examples. Recall that the search
space (20!) of the first example is rather small compared to
the search spaces (64!) of the latter examples. During the an-
nealing process, since there are more possible ways to move
around the larger spaces, the search process is more sensitive
to the annealing schedules. In any case, we conjecture that
the simulated annealing algorithm successfully found one of
possibly many global minima.

3.5. Implementing the optimized vertex shaders on
NVIDIA’s GeForce GPUs

So far, we have described how various numerical algorithms
can be mapped onto abstract vertex shaders that support a

simple SIMD parallelism. In implementing this optimiza-
tion technique, we have used vertex state program offered
by NVIDIA’s GeForce GPUs. It shares the same SIMD in-
struction set as vertex program and have a similar execution
model. Unlike the vertex program that is executed implicitly
when a vertex transformation is provoked by drawing it, the
vertex state program is executed explicitly, independently of
any vertices.

The major purpose of the vertex state program is to com-
pute various program parameters that are required for execut-
ing vertex programs. The computed values stay in program
parameter registers, shared by both the vertex state program
and the vertex program, and are then used appropriately by
subsequently executed vertex programs. Unlike the vertex
program, no vertex is put in the graphics pipeline. This execu-
tion model is well-suited to implementing our optimization
technique. For instance, a vertex state program, containing
the optimized differential equation solver explained in Sec-
tion 3.2, is executed for each frame to compute the position
yo and the orientation y, of the vehicle, and store them in
program parameter registers. A vertex program, repeatedly
called for each vertex of the vehicle model, can then perform
modelling transformations appropriately using these param-
eters.

When vertex programs or vertex state programs are exe-
cuted, the data transfer between the CPU and the GPU must
be minimized. In fact, it is often unnecessary to transfer the
data computed by vertex state programs to main memory.
As mentioned above, there is no need to move the computed
position and orientation in the example of Section 3.2. Fur-
thermore, it is possible to render the waves in Section 3.1
without transferring the computed z-coordinates back to main
memory. When each vertex of the wave is enumerated using
the glVertex*(*) command, only x and y coordinates are de-
scribed. At the same time, the index to the program parameter
register that holds its z-coordinate is supplied to the vertex
program as a vertex attribute. The vertex program can then
use the index as a relative offset for reading the z value from
the proper program parameter register.

Implementations of vertex shaders with vertex state pro-
grams are currently limited because of the shortcomings of
available vertex shader hardware. Such hardware generally
supports a small number of available program parameter
registers, and simple control structures that do not support
branching and looping. For instance, the vertex state program
must be called explicitly for every iteration of the Gauss—
Seidel method (presented earlier) because looping instruc-
tions are not supported by the current vertex state program.
When the unoptimized and the optimized vertex shaders
were used on an NVIDIA GeForce FX 5900 GPU solving
a Poisson equation of size 64 x 64, they took 4.27 ms and
3.65 ms, respectively, for 174 iterations. Obviously, this is
lower performance than modern CPUs, but such problems are
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expected to be relieved as vertex shader hardware becomes
more flexible in future GPUs.

The SIMD optimization technique is not currently as ef-
fective for vertex shaders as it is for pixel shaders, yet it is
promising for applications such as moving vehicle simulation
in Section 3.2, which are inherently per-vertex oriented. We
believe that efforts to optimize vertex shader codes whether
it is on vertex programs or vertex state programs, are impor-
tant, because to reduce the computation time and shorten the
codes, allowing vertex shader codes for larger problems to fit
into the vertex shader hardware (the vertex shader still limits
the number of instructions in its codes; for example, 256 are
permitted for NV_vertex_program2 of NV30).

4. Applications to Pixel Shader Programming

The presented optimization technique can also be applied ef-
fectively for programming pixel shaders. An important archi-
tectural difference between vertex shaders and pixel shaders
is that the latter offer fast access to texture memory, which
can hold a large amount of data. To utilize the texturing func-
tion of the pixel shaders, we add another instruction TEX to
the instruction set (shown in Table 1). Given texture coordi-
nates and a texture image, this additional instruction fetches
a correct texel value from texture memory. Unlike the tech-
nique presented in the previous section, the SIMD optimiza-
tion technique can harness the fragment processing power
of the pixel shader. In this section, we show a couple of ex-
amples which demonstrate how our optimization method is
employed to enhance the performance of pixel shaders.

4.1. An iterative sparse linear system solver

As the first example, we apply the SIMD optimization tech-
nique to develop a pixel shader that solves Poisson equations,
generated during the integration process of the Navier—Stokes
equations. Although our Poisson equation solver has been de-
veloped for three-dimensional grids, we will first explain the
solver in terms of a two-dimensional problem for the sake of
simplicity.

4.1.1. Enhanced block jacobi method for the
two-dimensional poisson solver

Consider an 8 x 8 grid through which fluid is simulated. A
sparse linear system A% = b is obtained by discretizing the
Poisson equation over the pressure term. A linear equation
per grid point is produced, where the unknown variable x;;
denotes the pressure value at the (i, j)-th point:

E(XH—I,_/ + X1 X Xi o1 — 4xi) = by,
fori, j=0,1,2,...,7. Let X € R* be the vector of un-

knowns, where x;;’s are enumerated in row-major fashion, so
index i varies faster.

Figure9: The block structure of the matrix —D~'(L + U ) in
the Jacobi iteration. The matrix from the 2D Poisson equation
exhibits a block-tridiagonal structure.

The iteration in the well-known Jacobi method is then ex-
pressed as

= —DNL 4+ )z + by,

where L, D, U and b, are defined in the same way as in
Section 3.3. In the Gauss—Seidel method, the updated values
of x;; replace older values immediately. This property makes
it difficult to implement the method on current pixel shader
hardware, because of its inability to read and write the same
texture memory location in the same pass [7, 20]. In contrast,
the standard Jacobi method computes all new components
of X before replacement, resulting in slower convergence of
the Jacobi iteration. Our pixel shader technique, however, is
faster than the standard Jacobi method, as will be explained
shortly.

If two T blocks are added in the first and last block rows,
the 64 x 64 matrix —D~'(L + U) of the two-dimensional
Poisson equation can be represented as a repetition of a T-S-T
block sequence (see Figure 9). This block-tridiagonal struc-
ture exhibits a very simple pattern in the matrix—vector mul-
tiplication ¥ = —D~!(L + U)x"~Y, which is highly desir-
able for the pixel shader implementation. Figure 10(a) illus-
trates an elementary blockwise multiplication involving the
Jjth block row, where two sets of artificial unknowns {x¢ _1,
X1,—1,X2,—15++ > X7,,1} and {Xog, X 18y X285 e v x73} are ad-
ditionally assumed for j =0 and j = 7.

As in the vertex shader implementation, each quadruple of
()Coj,xlj,ij,X3j)t and(x4j,X5j,x6j,x7j)’,j =0, 1,2, e ,7
is stored as a four-tuple of floating-point numbers. The figure
shows that 10 shader instructions are required to implement
the entire elementary blockwise multiplication. However, it
is obvious that the SIMD processing power of pixel shader
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Figure 10: (a) After transformation The elementary block-
wise multiplication for the 2D Poisson equation (a = — % and
b=— j—1 ). As in the vertex shader optimization, the transfor-
mation on the S block finds a more efficient SIMD computation
(a) before transformation and (b) after transformation.

is not fully exploited when the S block is multiplied with the
two quadruples.

Applying our optimization technique to the 8 x 8 S block
returns a more efficient SIMD computation that requires only
four instructions instead of six (see Figure 10(b)). Notice that
30 scalar multiplications are actually carried out using 10
four-wide SIMD instructions before the optimization. Hence,

only 75% (= %) of the fragment processing power is used.

TEX X EVEN TEX_X ODD
x4J xl/
X Xs;
Xy Xgi
x3] XZJ

j=0123 456 17

TEX B

j=0123 4567 012345°¢67

Figure 11: Packing of data into 1D texture images. Be-
cause the evaluation of the elementary blockwise multipli-
cation requires two computation kernels, one each for X!
and )E{j the unknown vector X is partitioned into two textures
TEX_X_EVEN and TEX_X_Q0DD. In order to perform a Jacobi
iteration, a line segment is rendered twice as bound to the
correct pair of kernel and texture alternately.

On the other hand, the efficiency increased to 93.75% (= %ﬁ)
after the optimization, where eight SIMD instructions were
used.

The optimized elementary blockwise multiplication in
Figure 10(b) becomes the fundamental computation kernel
that is mapped to the pixel shader hardware. Let X/ and
)E{{, j=0,1,2,...,7 denote the two permuted four-tuples
(X4_/, X7j5 X0j> X3j)[ and (X]_/, Xsj, X6js X2_/')[, respectively.
Because the current pixel shader supports four-wide SIMD
processing, each optimized multiplication must be performed
using two fragments. One problem is that the expressions to
compute ¥/ and ¥/ are not identical. Since the same kernel
must be executed over all fragments of a stream in the cur-
rent pixel shader, we have implemented the matrix—vector
multiplication using two pixel shader programs, one for X/
and another for ¥/, so the unknown vector ¥ is partitioned
into two one-dimensional textures, as illustrated in Figure 11:
TEX_X_EVEN stores all even-numbered quadruples X/, and
TEX_X_0DD stores the remaining odd-numbered quadruples
XJ.

These two textures, and another one-dimensional texture
TEX_B containing the correctly permuted b, vector, are loaded
into texture memory. To compute the new unknown vector X
in the /th Jacobi iteration, a line segment is rendered twice,
bound to the texture images and the correct (alternately even-
numbered or odd-numbered) shader program. In the first line
drawing, all even-numbered quadruples of ) are updated by
performing the first part of the elementary blockwise multi-
plication and adding b;; values. The updated unknowns are
then used to calculate the remaining unknowns in the second
line drawing. The immediate replacement of the unknowns
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provides a faster convergence of the iterations than that ob-
tained for the standard Jacobi method.

We now discuss how boundary conditions of the Poisson
equation are handled in our pixel shader implementation.
Dirichlet conditions can easily be imposed by setting bound-
ary values directly. The free Neumann condition g—)fl = 0 can
be realized by copying the unknown values of the first and
last rows and columns of the two-dimensional grid toward
their respective exteriors. At the two vertical boundaries, this
has a consequence that the diagonals in the Poisson equation
Ax = b, corresponding to the boundary unknowns, decrease
by one. The matrix, shown in the example of Figure 10(a), has
been constructed by imposing this partial condition, where
the denominator for the first and last rows in the elementary
blockwise multiplication is 3. However, the boundary condi-
tion at the horizontal boundaries has not been reflected in the
elementary blockwise multiplication yet, as it would compli-
cate the matrix and require additional pixel shader kernels.
Instead, the horizontal boundary condition is imposed during
the execution of the pixel shader programs. The unknowns of
the first and last rows are stored in the four border texels of the
two one-dimensional textures TEX_X_EVEN and TEX_X_0DD.
When the unknowns in the exterior rows, whose texture co-
ordinates are outside the texture range, are accessed with
the texture wrap mode set to GL_CLAMP_TO_EDGE, the corre-
sponding unknown values in the boundary rows are fetched.
In this way, the boundary condition ‘;—}i = O in both horizontal
and vertical directions can be satisfied using only two pixel
shader programs.

4.1.2. Extension to three-dimensional space

The method presented here is easily extended for solv-
ing three-dimensional Poisson equations. Consider, for in-
stance, a 40 x 80 x 80 grid, where the 256,000 unknowns
X, 1 =0,1,2,...,39, j,k=0,1,2,..., 79 are enu-
merated again in row-major fashion (see Figure 12). Let
)?jk = (ijkg X1jks X2jks + v s X39jk)t, j, k= 0, 1, 2, ey 79 be
vectors in R* that partition the unknown vector . Then each
%/¥ represents a line in the grid that shares the same j and k
indices. The (j, k)-th elementary blockwise multiplication in
the Jacobi iterations is represented similarly as

k=T .5x/"Vk 4T . .g/thk 7. 57k

+ T -3/ 5. gk,

Here, T € R**4 is a diagonal matrix whose diagonal entry
is —é (except the first and last diagonals, which are — é ), and
S € R4 j5 a diagonal block as depicted in Figure 13(a),
where the Neumann boundary condition g—; = 0 is already
imposed at the two boundary planes perpendicular to the

X-axis.

As before, our optimization technique finds a more effi-
cient method of computing the matrix—vector multiplication.
Figure 13(b) shows the matrix S after the optimization. In

TEX_X_0 TEX_X_1 ooo

=
X

Figure 12: Partition of 3D grid into 2D texture images. Each
slab of width 4 is stored in a 2D RGBA texture. All unknowns
in a slab are updated by executing a corresponding pixel
shader kernel. The computed values update the unknowns
immediately, and are used to compute the unknown values of
the remaining slabs. These immediate updates within an iter-

ation step lead to an enhanced convergence rate, compared
with the standard Jacobi method.

the three-dimensional case, 238 scalar multiplications (78
for S and 40 each for T') are needed to compute an elemen-
tary blockwise multiplication. Before the computation is op-
timized, 78 SIMD instructions (38 for S and 10 each for T
were required, and only 76.3% %) of the SIMD capability
was utilized. After the transformation of S, only 60 instruc-
tions (20 for S and 10 each for T') are required for the same
computation. The efficiency approaches 99.2% (= %), as
the SIMD processor is now almost fully exploited. Notice that
there are only two ‘wasted’ zeros in the thick line segments

of the optimized S.

Unlike the two-dimensional Poisson solver, the un-
knowns in the three-dimensional grid are packed into two-
dimensional textures. For the simplicity of notation, ¥/¥
now denotes the group of unknowns whose elements have
been permuted in the optimization process. We let X(’i’)‘, i=
0,1,2,...,9 be the quadruples (x4 jk, X4it1,jk» Xai42,jk>
X4i43, i)' that further partition X7* (refer to Figure 12 again).
Because x/* contains 10 such quadruples, 10 fragments must
be processed to compute the entire (j, k)-th elementary block-
wise multiplication. As in the two-dimensional solver, each
fragment is calculated differently, so we need to run 10 sep-
arate pixel shader kernels, one for each )E(jl]; This partition of
the task forces the 256,000 unknowns to be stored in 10 two-
dimensional texture images of size 80 x 80, where the ith tex-
ture TEX_X_i (i =0, 1, 2,...,9) holds all 6,400 quadruples
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X({'; Jj,k=0,1,2,...,79. Figure 12 illustrates the corre-
spondence between slabs of width 4 in the three-dimensional
grid and texture images. In order to impose the Neumann
boundary conditions for the remaining two directions, the
texture wrap mode must be set to GL_CLAMP_TO_EDGE for
both texture coordinates.

Once the shader kernels and textures are prepared, includ-
ing one for the b, vector, it is straightforward to solve the
three-dimensional Poisson equation. In the /th Jacobi itera-
tion step, a rectangle is drawn 10 times. In every drawing, the
correctly bound shader kernels update the unknowns, slab-
by-slab. Note that the newly computed unknown values of a
slab are immediately used to update the unknowns of the re-
maining slabs. These slabwise serial updates of the unknown
vector within an iteration step enhance the convergence speed
of the standard Jacobi method remarkably.

Our sparse linear system solver differs from previous
solvers in that only the unknown vector X is loaded into
texture memory for the matrix—vector multiplication. In the
work of Bolz et al. [16], for instance, all nonzero entries of
the matrix A and their indirection information are additionally
loaded in texture memory. Their formulation is appropriate
for arbitrary sparse matrices; however, many of the sparse
matrices found in engineering applications are structured. In
such cases, there is often no need to store all information in
the matrix, as the nonzero entries can be ‘melted’ into the
computation kernels instead. Our easy-to-implement pixel
shader is optimized in both space and time since only the
unknown vector is loaded into texture memory, and no addi-
tional indirection operations are required to access the matrix
entries and the unknowns.

4.1.3. Comparisons between CPU and GPU
implementations

To verify the effectiveness of the presented optimization
technique, we have implemented the enhanced block Jacobi
method on an NVIDIA’s GeForce FX 5900 Ultra GPU. We
have also implemented the Gauss-Seidel method on an Intel’s
2.66 GHz Pentium 4 CPU. We applied these GPU and CPU
techniques to solving the Poisson equation that arises in the
projection step of Stam’s solver for incompressible viscous
Navier—Stokes equations [36]. Although we have described
the GPU technique using the Neumann boundary conditions,
it is possible to impose either Dirichlet or Neumann con-
ditions to each direction in three-dimensional space. In this
experiment, zero Dirichlet conditions were imposed on the
boundary plane perpendicular to the x-axis, and zero Neu-
mann conditions were applied to the other two directions.
We tested Poisson equations of size 256,000 x 256,000 with
a40 x 80 x 80 grid.

Table 3 compares the performance of three different im-
plementations of the Poisson solver. First, the Gauss—Seidel

Table 3: Comparison of timing performances. The computation
times in milliseconds (time) spent solving a Poisson equation of size
256,000 X 256, 000 are given with the numbers of iterations (iter)
required to achieve the specified precisions (tolerance). The figures
in parentheses are the pure computation times spent by the optimized
enhanced block Jacobi solver. They exclude the times for data trans-
fers between the CPU and the GPU that must be made to store the
initial vector in the GPU and to read the solution vector back into
the CPU.

Tolerance

1073 1074 1073
GS Time 101.6 364.8 1178.6

on CPU Iter 16 61 200
EBJ Time 62.8 142.4 419.1

on GPU Iter 20 84 291
EBJ Time 49.1 111.6 3159
on GPU 9.8) (68.3) (272.6)

(optimized) Iter 19 77 253

method was coded in highly optimized software (GS on
CPU). The enhanced block Jacobi method was programmed
with and without applying our SIMD optimization technique
(EBJ on GPU (optimized) and EBJ on GPU, respectively).
To measure the computation time in milliseconds (time),
we have evolved the Navier—Stokes equations in time 1,000
times, and averaged the timings required to solve the 1,000
generated equations. In each time frame, the respective solver
of each implementation was iterated until a target tolerance
was achieved.

The Gauss—Seidel method requires 20-30% fewer
iterations (iter) than the enhanced block Jacobi method in
this experiment. However, the experimental results indicate
that the ‘slower’ enhanced block Jacobi method without
a SIMD optimization (EBJ on GPU) runs faster on the
GPU than the ‘faster’ Gauss—Seidel method (GS on CPU)
does on the CPU. They also reveal that a considerable
enhancement in the GPU implementations is obtained when
the presented SIMD optimization technique is applied (for
example, when comparing the timings of EBJ on GPU and
EBJ on GPU (optimized)). We find that about 23% of
the computation time is saved on average. It is interesting
to note that the optimized GPU implementation demanded
slightly fewer iterations to satisfy the same tolerance
constraint. For instance, the optimized implementation
required only 253 iterations to achieve a tolerance of
1073, whereas the unoptimized implementation required
291 iterations. As discussed, our optimization technique
packs the necessary arithmetic operations of the solver
more efficiently into the four-wide SIMD instructions of
the GPU. The new arrangement of arithmetic operations
produced by the SIMD optimization process produces a
more effective ordering of computations that leads to a
faster convergence. As a result, the number of required
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SIMD instructions per iteration is reduced, and the conver-

gence rate is accelerated.

The timings for the two GPU implementations include the
data transfer time between the CPU and the GPU. In the ini-
tialization stage, the 10 texture images containing the 256,
000 elements of @ must be moved from the CPU to the

GPU. When the Poisson solver finishes iteration, another

data transfer from the GPU to the CPU must be performed
to get the solution vector back. The figures in parentheses

indicate the pure computation times spent by the solver, yet

exclude the data transfer time, which is about 40 ms on av-

erage in this experiment. Notice that this extra time for data
transfer can be saved if the entire solver of the Navier—Stokes

equations is implemented completely on a GPU, or at least
amortized over the diffusion step that precedes the projection
step in Stam’s solver. Our optimized GPU implementation
can be easily modified to solve the linear equations from the
diffusion step. Usually, these equations are more diagonally

dominant, therefore only a few (5—-10) iterations are sufficient

to achieve a high precision.
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from which a wave matrix of size 262, 144 x 262,144 is gen-
erated. In this experiment, we imposed zero Dirichlet condi-
tions in one direction, and zero Neumann conditions in the

other direction, where the application of a similar mapping

(b)

The diagonal block S of the matrix —D~' (L + U )

in the enhanced block Jacobi solver for 3D Poisson equations

.

Figure 13

technique as used in the previous subsection also produces

). The matrix transformation reduces

= —é and b = —é
the cost of SIMD instructions from 38 to 20. Through the op-

(a

description, without repeatedly explaining what is basically

an efficient GPU implementation. Here, we give only a brief
the same implementation technique.

timization effort, we were able to utilize the SIMD capacity of
pixel shader hardware with an efficiency of 99.2/elementary

blockwise multiplication. Notice that only two ‘wasted’ zeros

The wave matrix is sparse and has a simple structure, and
can be, as before, represented as a repetition of a T-S-T

are found in the thick line segments of the optimized S (a)

Before transformation and (b) after transformation.

block sequence of size 512 x 512. Instead of applying our
SIMD optimization technique to the somewhat large diagonal
S block, we have subdivided it into a sequence of diagonal

subblocks S* of size 32 x 32 (see Figure 14(b)). After the
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Figure 14: The simulation of two-dimensional waves. The
tested 512 x 512 grid offers a very detailed wave simulation.
The matrix transformation again demonstrates the effective-
ness of the SIMD optimization technique as in the previous
examples. The 32 x 328* blocks are shown before and af-
ter the transformation. The cost reduces from 38 to 24 (a =
2(1 — 2A%) and b = A\?); (a) After transformation and (b)
before transformation.

elementary block S* is optimized, we find that the SIMD cost
reduces from 38 to 24 (see Figure 14(c)). Two coefficients
around each corner of S* are missing, as the S block is parti-
tioned into the S* blocks. In coding pixel shaders, two extra

Table 4:  Comparison of timing performances. The computation
times in milliseconds per time step to integrate the two-dimensional
wave equation over a 512 X 512 grid are summarized. The figures
were measured by averaging the times spent updating the 262,144
variables over the first 2000 time steps. While the data transfer from
the GPU to the CPU clearly harms the performance, this problem is
expected to be alleviated in the near future. In any case, the experi-
ment reveals a very favorable result for both the GPU implementa-
tions and the SIMD optimization technique.

On GPU
On CPU On GPU (Optimized)
Total 17.73 8.34 8.08
No data transfer - 1.28 1.02

SIMD instructions are additionally required to handle them,
for a total of 26 SIMD instructions after the optimization.
Because the T block is a simple diagonal matrix, two parti-
tioning subblocks T* of size 32 x 32 can be multiplied using
16 SIMD instructions. Hence, the total number of SIMD in-
structions for an elementary blockwise multiplication of size
32 x 32 decreases from 56 to 42 through the optimization
effort. Note that the entire 262,144 variables containing the
heights at the grid points are stored similarly as four-tuples
in eight two-dimensional texture images, which are updated
in each time step using eight separate pixel shader kernels.

The timing measurements summarized in Table 4 again
show a quite favorable result for both the GPU implementa-
tions and the SIMD optimization technique. Here, the figures
represent the computation times in milliseconds for a sin-
gle integration of the wave equation, averaged over the first
2000 time steps. In the GPU implementations, the height val-
ues of simulated waves are stored in texture memory, hence
a data transfer from the GPU to the CPU is necessary per
time step to move the newly computed values. Currently, this
overhead is unavoidable on most GPUs, because the height
information must be read back to the CPU for rendering and
further processing. In spite of the extra data transfer time, the
GPU implementations are shown to be faster than the CPU
implementation (compare the timings in the row Total).

The performance could improve further if it was possi-
ble to bind the render target to memory objects such as ver-
tex arrays, as their data can be reinjected into the geometry
pipeline directly without data transfers, as proposed recently
in the uber buffers extensions [37]. When the data transfer
time is excluded, the performance enhancement of the GPU
over the CPU is remarkable as indicated in the row No data
transfer. It is also evident that the SIMD optimization tech-
nique presented here provides a considerable speedup for the
GPU implementations. We believe that our SIMD optimiza-
tion technique can be used effectively in a wider range of
graphics-related problems, as GPUs evolve to support more
flexible framebuffer architectures in the near future.
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5. Conclusion

Linear expressions appear frequently in many scientific and
engineering areas, including computer graphics, and their
efficient evaluation is often critical in developing real-time
applications. We have presented a SIMD code optimization
technique that enables efficient codes to be produced for eval-
uating linear expressions. In particular, our technique exploits
the four-wide SIMD computing capacities offered by modern
GPUs. We have demonstrated that the new technique can be
effectively applied to solving a variety of general mathemat-
ical computations on a GPU. Although our emphasis was on
code optimization for the GPU, the ideas are valid for any
processing unit that supports the simple SIMD processing
model as described.
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